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for this special issue of social research, “frontiers of social inquiry,” 

I want to examine the recent rise of AI ethics as a new domain of social 

inquiry directed at an emerging technology, artificial intelligence (AI). 

The interest in AI ethics has been growing over the past decade, greatly 

accelerating in the past year with the release of ChatGPT and the subse-

quent increased public awareness of the disruptive potential of these 

new technologies. 

In order to understand the discourse around AI ethics and 

its significance, it is necessary to identify the various threads that 

have come together to form it. Most contributions to the field tend 

to draw upon only one or two of these threads. Moreover, there are 

two radically distinct discourses (one from critical social theory, the 

other from a techno-capitalist perspective) that have both embraced 

the general framework of AI ethics with very different conceptions of 

what it is and what it implies for the future development of AI. This 

fundamental tension within AI ethics means that in some ways it is 

the most powerful social critique of technology to date, and in other 

ways it has been co-opted as a strategy to avoid any substantive legal 

regulation of AI and the Big Tech companies leading its development.

To appreciate the power of the AI ethics critique, it is helpful 

to review some early history of the field of science and technology 

studies (STS), which has applied the techniques of social and cultural 

inquiry to the fields of science and technology, but not usually as a 
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form of critique. Similarly, in order to appreciate the frustration with 

AI ethics as a form of regulatory avoidance or even “ethics washing,” 

it is necessary to understand both what alternatives are available for 

regulating technologies like AI and the more general shortcomings of 

“ethics” as a framework for the social control of technology.

The first section explores the general history of STS for the 

benefit of those not familiar with it. It also examines some early at-

tempts to develop a general social critique of technology from within 

STS. The essay then considers labor critiques of technology that go 

back to the Luddites and Karl Marx. While these critiques have been 

highly developed and widely recognized, they are limited almost ex-

clusively to the domain of work and the exploitation of labor. To flesh 

out the historical threads of AI ethics, the first section also provides 

a high-level summary of the history of engineering ethics, a field of 

applied ethics that emerged primarily as a means to improve safety 

in the design of public works. But it also adopted a framework of 

“ethics” that centered on the responsibility of individual engineers, 

encouraging them to do what they believed was right from an engi-

neering perspective, even if they were being pressured by clients or 

managers to cut corners to save costs or meet deadlines.

The first section ends with a consideration of the critiques 

of software that emerged primarily from applying labor critiques 

of technology to computer and software systems in the workplace. 

While these have been mostly limited to IT systems and their im-

pacts on workplace culture and labor politics, many aspects of these 

critiques can be generalized to other social domains. One of the key 

researchers in that field, Harvard business anthropologist Shoshana 

Zuboff, has recently developed one of the most powerful critiques of 

Big Tech and its data-driven targeted advertising and attention ma-

nipulation in what she has termed “surveillance capitalism” (2019). 

There is a clear line in her work from how technology transforms 

the power dynamics of the workplace to the more general concern 

about how the collection of vast amounts of data about society and 

individuals and its use in predicting and manipulating human behav-
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ior is a political and economic revolution of the same scale as the  

Industrial Revolution. 

The second section briefly explains the history and nature of 

AI. It also dispels some commonly held misconceptions about what AI 

is, at least currently, and concludes with a reflection on why this mo-

ment in history has become enthralled with AI and why it is in many 

ways a stand-in for technology in general and especially information 

technology in our social lives.

The third section looks at the rise of AI ethics proper, largely 

in the 2010s. This section also examines the reasons for the great suc-

cess of AI ethics in capturing the attention of the public, government, 

and tech companies, a wave that may have crested recently with the 

US government and White House publishing an “AI Bill of Rights” and 

getting seven Big Tech companies to sign on to an agreement to build 

“ethical AI.”

The final section explores the many weaknesses of the recent 

wave of AI ethics in terms of implementation, regulatory control, 

safety guidance, and provision for the democratic control and reform 

of technology.

SCIENCE AND TECHNOLOGY STUDIES AS SOCIAL 
CRITIQUE
The emergence of the field of science and technology studies (STS) 

in the 1970s and 1980s brought the methods and practices of social 

science to bear upon the natural sciences, engineering, and technol-

ogy. What researchers found was that the construction of empirical 

facts and scientific knowledge was a highly disciplined set of human 

practices (Latour 1988). There have been great controversy and debate 

over whether applying social science methods to the natural sciences 

constituted a critique of the natural sciences as being fallible or 

flawed or a critique of the epistemic basis of the empirical sciences 

and thus a gateway to epistemic relativism moored only to social 

norms and human agency (Hilgartner 1997). But for all the contro-

versy, STS and its practitioners largely accepted the natural sciences 
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as reliable forms of knowledge because of the social processes of peer 

review, empirical verification, and experimental replication inherent 

in their disciplined practices. 

Early work in STS also revealed the many ways in which tech-

nologies were socially constructed and that social interests were im-

posed upon and shaped the emergence of technologies (Pinch and Bi-

jker 1984). The social analysis of technological systems by STS found 

that technology is not determined purely or exclusively by social 

interests, nor solely by the forces of nature, some intrinsic natural 

order, or engineering constraints. Rather, social interests and desires 

lead to attempts to manipulate and control physical phenomena and 

forces, which meet real material resistance and affordances as well 

as social and political resistance, which in turn meet with accommo-

dations and further attempts, ultimately tuning social and material 

forces together in a “dance of agency” (Pickering 1995) or failing to 

do so (Latour 1996). Importantly, there was also a recognition that all 

technologies are, in fact, socio-technical systems that entrain both 

social practices and material capabilities and constraints in order to 

be adopted and have an impact on the world. On the one hand, tech-

nologies only work because of many social inputs and accommoda-

tions, as well as maintenance—in other words, no technology func-

tions completely independently of human society. On the other hand, 

technologies inevitably transform social practices and relations (and, 

importantly, political and economic relations); most technologies re-

quire such social transformations in order to be adopted or to even 

function; and, in many cases, these transformations are actually goals 

of introducing the new technology.1

Lacking from these social studies of science and technology 

was any analysis of power, or the ways in which scientific knowledge 

and material technologies are structured to serve the interests of spe-

cific individuals or social groups over others. Nor could they provide 

a normative analysis of what technologies might be “good” or “bad” 

apart from the interests of the actors who built and used them, which 

were not themselves subject to any moral analysis. Thus, while STS 



AI Ethics as Social Critique of Algorithms  679

could provide detailed accounts of the social construction of knowl-

edge and the consequences of the implementation of technologies, 

it was largely unable to provide critical analyses that called out the 

politics or values inherent in these. Without the ability to provide 

reasons for preferring one technological configuration over another, 

it was left to merely describe how the emergent form of technology 

had come to be as it is. Such an analysis could not offer better alter-

natives or determine which among available alternatives was prefer-

able. Nor could it suggest policies to regulate technologies in order 

to encourage better systems or systems that would promote some set 

of values or interests. In this sense STS remained descriptive rather 

than prescriptive. There were, however, some important insights that 

came from these descriptions that could prove valuable to developing 

a normative analysis of technology.

The work of Langdon Winner (1977, 1980) investigating wheth-

er technology was advancing autonomously from human control, or 

independently of social interests, introduced the idea that “things” 

have politics. By this he meant that the political interests of one group 

could be imposed upon others through material technologies and 

the design of social spaces. Often these politics leverage the material 

power of technological design, as when bridges are built too low for 

public buses to reach the most desirable beaches, thus keeping out 

the social classes that depend on public transit, or when obstructions 

are added to park benches to discourage unhoused people from lying 

down and sleeping on them. But Michel Foucault (1977) also provided 

numerous examples of social and psychological control through ma-

terial technologies like architecture. In particular, the design of the 

panopticon amplifies the power of prison guards through providing 

a central guard tower wherein a small number of prison guards can 

instill in a large number of prisoners a sense of being watched over. 

That sense of being observed serves to discourage individuals from 

acting out or organizing a revolt or riot, even though the small num-

ber of guards could be easily overpowered by the prisoners if they 

acted together. Much of Foucault’s work served to reveal these so-
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cial mechanisms of the psychological control of individuals, however, 

rather than to further investigate how material technologies were 

being designed to amplify these effects.

Perhaps the most sophisticated critiques of technology came 

from the analysis of the narrow but important area of technological 

impacts on labor. Marx’s analysis of labor showed how the owners 

of factories used machines to both increase productivity and deskill 

workers ([1867–94] 1959). Technology thus alienated workers from 

the products of their labor. Technologies were introduced to legiti-

mize the shift of psychological norms and legal claims to ownership 

of the products of labor from the skilled craftsman to the capitalist. 

Even before that, the Luddite movement in the English garment in-

dustry in the early nineteenth century had recognized this process, 

and workers set about destroying the machines, mainly weaving 

looms and other fabric and garment machinery, which were the most 

exploitative of their labor, even as they spared the machines that did 

not seek to undermine their skills or further alienate their labor (Sa-

dowski 2021). This line of critique was extended in the early twenti-

eth century with analyses of Taylorism and still continues within the 

labor movement, which itself seems to be getting a fresh look in the 

current era of technological unemployment, alienation, and the po-

litical and social power of Big Tech and AI.2 Still, this critique largely 

comes down to a critique in which the interests of owners and man-

agement are set against those of workers, and the political struggle 

is always and forever between these two forces. In reality, sometimes 

those interests align, and often there are many factions and differenc-

es of interests within those groups. Moreover, these critiques largely 

remain silent on the technological products that a business makes 

or on the interests of the greater society in which those technologies 

might function.

Another thread of the politics of technology grew from Haber-

masian theories of justice through democratic participation and dis-

course. Work in the critical theory of technology (Feenberg 1991) 

sought ways to embed democratic processes of participation into the 
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adoption of new technologies. Most examples from that time involved 

public hearings about large projects like powerplants and pipelines 

or citizen science to produce alternative analyses of the potential 

impacts of such projects. Researchers in participatory design and 

computer-supported cooperative work took the Marxist critique of 

workplace technologies further to include democratic participation 

in the design of new technologies (Asaro 2000). These researchers ap-

plied anthropological and ethnographic techniques to studying work-

ers and the impacts of IT on the workplace (Zuboff 1988). By doing so, 

they recognized the ways social relations, labor relations, and power 

relations were all being transformed by the introduction of various IT 

systems and the design decisions they embodied. These efforts were 

at the forefront of understanding the need for a social critique of 

technology that had teeth—which could both describe the politics of 

things and point to preferable alternatives. Participatory design, in 

particular, began by trying to provide labor unions with technological 

designs that would empower workers, rather than deskill them. 

These efforts fell somewhat short of the goal of providing a 

fully normative assessment of technological systems or design deci-

sions. These had to be relativized to the interests of workers or their 

unions, and norms had to be determined by reverting to the process-

es of procedural democratic participation as the ultimate measure 

of justice, rather than attempting to define or evaluate the desir-

ability of a given technology according to objective criteria. At best, 

such democratic participation might make technology responsive to 

some of the needs and interests of those participating in the design. 

At worst it fixed the design of technologies to the interests of what 

would inevitably be a small group of people, even while technologies 

were having an ever-greater impact on every aspect of life and ev-

ery member of society. And while artifacts were seen to have politics 

and the process of design became a forum for democratic discourse, 

technological designs were still seen as static, not dynamically evolv-

ing in their material efficacy, their social uses, and their shifting  

political implications.
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ENGINEERING ETHICS AND PUBLIC SAFETY
Within engineering itself, there has been a long history of engineer-

ing ethics. It emerged within professional engineering societies in 

the United States following a series of spectacular bridge collapses 

and dam failures in the late 1800s and early 1900s (Wikipedia 2023a). 

It started with the adoption of “codes of ethics” within these engi-

neering societies and led to certification requirements for engineers, 

following the 1919 Great Molasses Flood in which a massive storage 

tank in Boston ruptured, releasing a fast-moving tidal wave of molas-

ses that killed 21 people (Wikipedia 2023b). In its most common and 

basic form, engineering ethics aims to ensure that engineers do not 

develop or approve projects that they know could pose a risk to soci-

ety, or use elements that do not meet the required specifications, or 

otherwise cut corners that introduce unacceptable risks (such as sign-

ing off on plans for a bridge that uses cheaper construction methods 

but risks catastrophic collapse, or whether the engineers who were 

pressured to allow the launch of the Space Shuttle Challenger should 

have done more to stop it when they knew the temperatures were too 

cold for the booster rocket O-rings [Perrow 1984]). Essentially, engi-

neering ethics asks the engineer to consider the safety and social costs 

alongside the construction costs of various design alternatives and to 

not sacrifice safety even when there are economic or other pressures 

to do so. Ultimately, however, it assumes that the engineer is in fact 

aware of the risks, can accurately measure and compare them, and 

has the power to remedy them. 

This tends to work well for things like structural engineering 

and physical safety but is not as effective in anticipating social and 

cultural harm or political implications—so the bridges will not col-

lapse, but they may exclude public transit (Winner 1980). There are 

also obvious limits on the number of designs engineers might con-

sider and on their creativity in imagining alternatives. Later efforts 

to reform engineering ethics have focused on trying to expand the 

design alternatives considered by engineers. It is not entirely fair to 
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expect engineers to assess designs that they have not considered, so 

how do we broaden the range of designs they do consider?

Human-centered design and value-centered design are the best 

examples of this trend, in that they ask engineers to not only con-

sider human values in the costs and benefits of various designs but 

also actually develop designs with certain human-centered concerns 

or values as priorities, long before they get to the risk analysis of a 

set of design options. These methods also share a methodology with 

participatory design and other politically progressive approaches to 

technology, namely a brainstorming element. Simply, they ask indi-

vidual engineers or engineering and design teams to conduct a delib-

erate exercise in imagining potential harms and then make efforts 

to mitigate these harms during their design process. They do not do 

much to guide that process normatively nor to provide any external 

forms of evaluation, accountability, or mechanisms for reforming de-

signs once implemented.

For much of the history of both engineering ethics and STS, 

the focus has been on material technologies—transportation, medi-

cine, materials, buildings, and so on. The development of computa-

tional technologies was largely seen as neutral, apart from the data in 

such systems, while the data was seen as very much subject to human 

social concerns, whether it was governmental census data, business 

and financial data, medical data, or demographic or personal data. 

Of course, when it comes to data, humans define the categories and 

metrics qualitatively, even if the ultimate product is a quantitative da-

taset (Bowker and Star 2000). But it has proven difficult to challenge 

the social biases and political interests that shape datasets, which in 

turn shape institutional decisions that are made about people and the 

distribution of resources. 

This has been a key point of contention as the public becomes 

more concerned about the data being used to train AI systems. With 

the rise of the internet and social media, computer networks also 

subsumed mass media, with information shaping not only factories 
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and offices, but also public opinion, education, knowledge, and epis-

temic justification across society. Not only are social relations of work 

plastic and reconfigurable, but so are social relations in general, as 

well as the public consciousness. While twentieth-century studies of 

information systems focused primarily on flows of information, they 

did little to critique the data upon which these systems operated. 

A number of books published from 2016 on (O’Neil 2016; Eubanks 

2017; Hicks 2017; Noble 2018; Benjamin 2019) and the ACM Fairness, 

Accountability and Transparency (FAccT) conferences that began in 

2018 were instrumental in initiating an explicit political discourse 

around data bias. At best, real-world datasets represented a world of 

structural inequalities—racism, sexism, ableism, ageism, and more—

and their use in decision-making systems served to entrench the sta-

tus quo, if not amplify and exacerbate the inequalities inherent in 

data. And thus data itself became a matter for political struggle. 

WHAT IS AI?
Artificial intelligence has multiple meanings. The term was coined 

by mathematician John McCarthy for a conference at Dartmouth 

College in the summer of 1956. AI was conceived of as the design of 

“thinking machines.” This idea had been percolating for more than 

a decade within a scientific movement called cybernetics, which 

sought to explain the human brain and other complex systems with 

mathematical models and to simulate those models in machines. This 

same group had also been instrumental in the design of early digi-

tal computers and very much saw them as operating in some sense 

like a brain (Asaro 2006, 2011). By the 1950s digital computers and 

programming had developed to such an extent that AI was framed 

as developing computer programs that could perform tasks that 

were assumed to require an intelligent human to perform. As many 

of these researchers were mathematicians or engineers, what they 

considered “intelligent tasks” was mostly solving math problems, 

puzzles, and mazes, or playing rule-based games like checkers and 

chess. Historically, as various types of mathematical problems were 
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solved by AI researchers, these tasks were no longer seen as AI chal-

lenges, or even as AI.3 As such, AI is not any particular technology, 

nor is it any static set of automated tasks. By definition it is evolv-

ing. In this sense it is better to think of it as a process by which tasks 

performed by humans are rendered as computational problems and 

solved/performed by computers. It is automation for the information 

age, though it also feeds back into robotics and industrial automation 

to further automate many tasks not already mechanized in the indus-

trial age (e.g., the Amazon warehouse).

As it continued to develop in the 1960s and 1970s, AI aligned 

itself with work in computational linguistics, psychology, and neuro-

science, leading to what came to be called the “cognitive revolution” 

in psychology. One vision of AI was that by programming computers 

to solve problems that usually required brains, we could better under-

stand the human brain and psychology. Some thought we could use 

computers to model or simulate the brain, while others thought of 

AI as a form of engineering that could solve useful problems, regard-

less of any resemblance to or insights from natural systems. Histori-

cally speaking, we can also look at AI as a scientific and engineering 

discipline consisting of a set of techniques, canonical research, and 

professional practice. While all these aspects continue to play out in 

contemporary AI, it is the “AI as engineering” thread that has domi-

nated recent work and led to increased public awareness of AI and its 

potential impacts on society.

From a technical perspective, there are many different ap-

proaches to AI. All of them, however, involve building computational 

models that represent, to some degree, an aspect of the world and 

allow computational operations on those representations, which can 

then be applied to the real world. Many different mathematical tech-

niques have been used in computational modeling more generally, 

and AI has borrowed mathematical models from many different disci-

plines and application domains—from diffusion models in chemistry 

to structural models in architecture and civil engineering to financial 

models of markets, and many more. Most fundamental AI research, 
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however, has focused on two broad mathematical approaches, logic 

and statistics, which at various points have competed for research 

money and at others have been combined in various hybrid systems. 

Early AI focused more on logical techniques, which worked well for 

many mathematical puzzles and problems, especially with the limit-

ed computational power and structured datasets available at the time, 

but also proved rigid compared to the flexibility of human intelligence. 

Within AI and cybernetics there were also threads that were 

focused on learning and biological adaptation and simulating these 

in machines (McCulloch and Pitts 1943). This developed into the AI 

subfield of machine learning, including the development of brain-

inspired mathematical graphs called neural networks. These threads 

have also had a complex relationship to biological models and un-

derstanding of the human brain, sometimes drawing direct or loose 

inspiration from the brain and sometimes informing neuroscientific 

research (Asaro 2011). The development of statistical models began in 

the 1960s as perceptrons and evolved from parallel distributed pro-

cessing in the 1970s into neural networks in the 1980s and 1990s. 

But it wasn’t until the 2010s that a combination of massive comput-

ing resources (data centers and cloud computing) and the availability 

of massive datasets came together to make “deep neural networks” 

/ “deep learning” possible. Both the data and the cloud computing 

were consequences of the internet and the availability of data collect-

ed from, and often about, the internet and its users, along with the 

need for giant data centers to keep the internet running. Deep learn-

ing was able to fulfill the promise of neural networks by allowing the 

creation of statistical models with millions, billions, and now trillions 

of parameters to be built and trained on enough real-world data, and 

for enough repetitions, to actually “tune” those trillions of param-

eters. The resulting models are thus able to perform in ways that rep-

licate real-world systems without reverse engineering those systems 

or explicitly designing the network. They are essentially compact sta-

tistical models of real-world data, structured in a way that they can 

be used to predict real-world outcomes and thus solve problems and 
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perform tasks that once required human intelligence. When applied 

to linguistic datasets, containing almost all the texts readily available 

to be scraped from the internet, these techniques have been used to 

build what are called large language models (LLMs), with ChatGPT be-

ing only the most famous of these.

Many people talk about AI, or AIs, as if they were conscious 

thinking entities—artificial minds. While this has long been a goal of 

AI developers, it is unclear what would be required to achieve it, and 

philosophical debates abound around artificial consciousness, self-

awareness, sentience, and life. In reality, AI is just software running 

on computers. To some extent this debate has shifted to concerns 

around artificial general intelligence, or AGI, which is conceived of as 

a program that can learn any task—or the full range of tasks a normal 

human is capable of (aka human-level intelligence). While neither 

is yet technologically feasible, there is also nothing that appears to 

preclude such a technological capability in the future. The main fear 

is that humanity might not be able to control such a technology if 

it is indeed much “smarter” than us and has better access to more 

information than we do—a possible superintelligence. But most of 

these discussions are based more on science fiction, or belief in al-

most magical abilities of AI, than on current technology or our scien-

tific understanding of intelligence.

For the purpose of understanding AI ethics, it is best to think 

of AI as the process of automating human intelligence—perception, 

judgement, decision-making, and the performance of complex tasks. 

Not only is this an accurate way to look at it, but it also captures many 

of the concerns that experts and the public have about the potential 

risks and dangers of AI. While certain techniques and applications, 

like deep learning or LLMs, may have social, political, or ethical im-

plications in a specific context, in general AI is not any specific tech-

nique or technology. Another way to look at it is as the design and im-

plementation of software and technological systems that shape and 

will eventually perform many or most of the decisions and actions of 

businesses, institutions, governments, and individuals as they come 
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to rely on those systems. The fear of AI is thus also a fear of automa-

tion that goes beyond replacing manual labor and replaces intellectu-

al labor. It represents a fear of a technocratic society in which human 

decisions, actions, and accountability are replaced with automation 

that cannot be appealed to or held accountable. As such, it is possible 

to view AI as the culmination of centuries of automation, as the pro-

cess by which nearly all conceivable social, political, and economic 

relations may be reorganized through technological transformation 

and thus the technology that will have the greatest role in shaping our 

social, economic, and political lives going forward. This duality at the 

heart of AI also shapes both how Silicon Valley and AI proponents ap-

proach AI ethics and potential regulation, and how social critics of AI 

approach AI ethics.

THE RISE OF AI ETHICS
AI ethics is not really a distinct field or coherent discourse, but more of 

an amalgamation of different perspectives considering the potential 

implications of automated systems and algorithms making decisions 

with consequential impacts on human lives. Indeed, it may even be a 

misnomer insofar as many of the concerns are matters of social value 

or justice, rather than individual ethics. But there is value in consid-

ering how and why different stakeholders have developed different 

conceptions and labeled them AI ethics in order to suit their inter-

ests, as well as the ways in which these conceptions have illuminated 

important questions in the social critique of technology more gener-

ally. Indeed, I believe the divergent visions of AI ethics is the best 

explanation for the success of the term and the activities performed 

under it, despite its overall incoherence. The various stakeholders all 

have different commitments to ethical theories (mostly Western), as 

well as differing political and economic interests in AI technology and 

its application. These have mostly fixated on a few of the key social 

problems raised by AI, as well as efforts by technology companies to 

avoid regulation.
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Historically, AI ethics also had its roots in machine ethics and 

robot ethics (Asaro and Wallach 2017). The earliest work in AI eth-

ics was primarily concerned with abstract philosophical problems 

in metaethics, such as whether computers could be programmed to 

make ethical decisions, or whether ethical theories like utilitarian-

ism are computationally tractable, or whether sufficiently complex 

or capable AI systems should be considered to have rights. Within 

software engineering more generally there was software ethics that 

grew directly out of the tradition of engineering ethics described 

above. This mostly dealt with managing “safety critical” software sys-

tems that could directly impact human lives and to some extent with 

growing concerns around data privacy and system security. Principles 

emerged such as warnings that software that was unstable or impre-

cise should not be entrusted with human lives (such as medical sys-

tems, flight control systems, nuclear powerplant control systems, and 

other safety critical systems) or that systems that contained personal 

or valuable information should have security mechanisms in place to 

prevent unauthorized access to such data (such as security by design). 

These issues came more into public awareness in the 2010s 

with the promise and testing of self-driving cars, in which software 

is used to control technologies already responsible for killing tens of 

thousands of people every year and as data breaches rendered more 

and more people’s information vulnerable to identity theft and other 

harms. Such concerns led to the revival of an old tool from meta-

ethics, the trolley problem (Cowls 2017), a thought experiment on 

whether it is morally better to act to save several people by killing 

one person, or to simply allow several people to die through inaction. 

It was also used to show that your moral intuitions could be easily 

shifted or manipulated by adding additional information to the situa-

tion—whether to save a young person over an old person, or a “good” 

person over a “bad” person, and such. Though the new applications of 

the trolley problem were largely a distraction and misunderstanding 

of the original purpose of this philosophical thought experiment, it 
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raised awareness that autonomous systems making decisions based on 

algorithms would have to make ethically difficult decisions and that 

we should have public and professional discussion of how those deci-

sions should be made and establish policies to regulate the process.

In 2013, Google entered discussions to acquire the UK-based 

machine learning company DeepMind. One stipulation of that acqui-

sition, insisted on by DeepMind’s three founders, was the creation of 

an internal ethics review board within Google (Legassick and Hard-

ing 2017). While few details about this review board have been made 

public, it was intended to be an integral part of Google, not just the 

DeepMind subsidiary. The only leaked information about the board as 

of 2017 (Hern 2017) was that it had convened, was bringing ethicists 

from other areas of science and technology “up to speed” on advances 

and future directions of AI technology, and included Nick Bostrom, 

the Swedish author of Superintelligence (2014). These tidbits suggest 

that the board was tasked primarily with considering the ethical is-

sues stemming from advanced AI, AGI, or superintelligence, and the 

long-term threats to humans from creating an AI that is autonomous 

and beyond human control. This is somewhat ironic because Google 

was by that time already one of the pioneers of surveillance capital-

ism, and using data to target advertising to users of its search engine 

was its main business. The ethics of doing this would likely not be a 

topic for discussion by the ethics board.

A great deal of digital ink has been spilled discussing the po-

tential long-term consequences of AI and the almost mystical prop-

erties of AI that transcend human intelligence (Asaro 2001). Some 

people working in AI ethics argue that these are the most important 

ethical issues because AI could lead to the end of human civilization 

or to AI-beings that go forth to colonize the solar system, the galaxy, 

or beyond (Bostrom 2014; Russell 2019). These ideas have gained a 

great deal of traction in Silicon Valley more generally. Most AI ethics 

researchers, however, are more concerned with near-term risks to so-

ciety, jobs, and individuals. Indeed, the focus on far-off consequences, 

or “longtermism,” is largely a distraction from the already existing 
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threats to human rights, fairness, justice, equality, and safety, and 

other more immediate, tangible, and avoidable risks. In this sense, 

longtermism is itself a form of “ethics washing” because it leads to 

avoiding consideration of these pressing issues in favor of consider-

ing problems with little impact on current business practices.

While the creation of such an ethics board at Google was in-

novative at the time, the secrecy around it was puzzling. One of the 

main functions of such boards, like institutional review boards for 

scientific research, is both to avoid potential legal liability in case 

things go wrong and to assure the public and/or customers and/or 

investors that there is meaningful oversight of any potentially harm-

ful research, as well as to put in place internal processes for reducing 

the risks of doing such work. However, for it to fully function in these 

ways, particularly to build public trust, some degree of transparency 

is required, and even better would be public announcements of some 

major decisions made by the board. At the very least, an announce-

ment of who is on the board could build confidence based on the rep-

utation of the members, even if their actual authority and power are 

unknown or limited. Other companies followed suit in creating such 

boards, with some being more transparent, like the Texas startup 

Lucid.AI. Other Big Tech companies like Microsoft created AI ethics 

groups in 2017, only to disband them in 2023 (Belanger 2023), while 

Meta created an oversight board for ethical questions around content 

management on its social media platforms Facebook and Instagram 

(Wong and Floridi 2023).

After that, a series of companies issued “AI ethics principles.” 

These were mostly abstract lists of ethical principles that compa-

nies touted to assure customers and the public that they would only 

build useful and beneficial AI and would avoid building anything that 

might harm society. Google led this trend with a set of principles that 

were released during an employee protest over the company’s partici-

pation in Project Maven (Google n.d.), a Pentagon military project to 

use AI to analyze the vast quantities of video data collected by drones 

in the US military operations in Iraq and Afghanistan. Accordingly, 
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Google’s principles included a principle to not develop “weapons” 

but did not go as far as to say they would not work for militaries nor 

make an effort to keep their technologies from being used as a com-

ponent in some future weapon or in helping choose targets for weap-

ons (Godz 2018; Suchman, Irani, and Asaro 2018). Other companies 

followed suit, and within a few years, there were well over 100 sets of 

“AI ethical principles” (Winfield 2019).

These sets of principles served the interests of technology com-

panies to “ethics wash” their images and products by showing that 

they cared about developing the technology ethically. However, simi-

lar to the establishment of the ethics boards, there was little trans-

parency about how the rules would be applied or interpreted. Even 

Google’s CEO would not answer whether Project Maven met the crite-

ria for being a component of a weapon system given the stated prin-

ciple not to work on weapons, and while Google’s leadership claimed 

they would not renew the Pentagon contract, they did not cancel it 

but continued working on the project for some time, as perhaps they 

still are. Intrinsically, any set of ethical principles, like the engineer-

ing codes of conduct, are abstract and require interpretation when 

being applied to concrete problems and cases. They are also nonbind-

ing and unenforced; no one can really review how they are being ap-

plied or hold companies accountable if they are violated. Moreover, 

they do not really offer much guidance on how to design software or 

what kinds of considerations should influence design choices. More 

recent efforts by standard-setting bodies of professional organizations 

like the Association of Computing Machinery (ACM) and the Institute 

of Electrical and Electronics Engineers (IEEE) developed more robust 

ethical principles meant to guide programmers and engineers work-

ing on AI and software projects, but these too are nonbinding (IEEE 

2017; ACM 2018).

The ethics washing efforts were clear attempts to avoid any 

real legally binding regulation of the industry. There is yet no such 

regulation in the US, and the EU is just implementing its first attempt 

at creating a dedicated AI regulatory framework, while a few AI-relat-
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ed clauses exist in previous regulations such as the EU’s General Data 

Protection Regulation.

The other thread of AI ethics that emerged in the 2010s was 

a series of technological critiques and sociological analyses of tech-

nology that examined its differential effects on different people and 

groups. Namely, many technologies were being developed that im-

posed draconian social policies on the poor, discriminated against 

already marginalized groups based on race, age, class, gender, skin 

color, or religion, or otherwise showed biases in their effects on dif-

ferent groups. We can describe the various efforts in this thread as 

aiming for “data justice” or “algorithmic justice.” Examples of this 

include the ways the implementation of AI and algorithmic technolo-

gies can be racist, sexist, or classist (see Asaro 2016; O’Neil 2016, 2023; 

Eubanks 2017; Hicks 2017; Noble 2018; Benjamin 2019). These trends 

were further explored in a more technical way through a series of an-

nual ACM conferences on fairness, accountability, and transparency 

in algorithms that began in 2018. These conferences examined the 

ways existing social biases in datasets are replicated, amplified, and 

exacerbated by learning algorithms, and looked into developing strat-

egies to detect, eliminate, and minimize these biases. For example, 

an algorithm for determining the salary to offer a new hire might 

be based on past salaries, which we know tend to be less for women 

than men and less for women of color than for white women. Such 

algorithms might then identify the gender and race of a job candidate 

and, based simply on these characteristics, offer them a lower salary 

than they would offer another candidate with other qualifications be-

ing the same. The algorithms would be simply identifying the historic 

trend and continuing it going forward. How to get them to not do that 

is a difficult and important area of research.

REFLECTIONS ON AI ETHICS FOR SOCIAL CRITIQUE AND 
TECHNOLOGY REGULATION
The rise of AI ethics has been fortunate in some ways and unfortu-

nate in others. It has drawn a great deal of awareness to the social 
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issues raised by AI and rapid technological innovation more generally. 

It has also clearly been used by technology companies to avoid, or 

at least delay, governmental regulation and public scrutiny. Research 

into data justice and the fairness, accountability, and transparency of 

algorithms has perhaps made the greatest contribution in terms of 

focusing on social justice issues raised by AI and algorithmic technolo-

gies. All these are positive developments toward both a social critique 

of technology and its democratic regulation. But there remain signifi-

cant weaknesses in terms of bringing these together into a coherent 

critique of technology that centers on the power dynamics of technol-

ogy or offers a path forward in both the regulation and the progres-

sive design of technology.

Perhaps the greatest weakness in this history is its reliance on 

“ethics” as a critical framework. Ethics is indeed a valuable normative 

theory, but it is not the only one. Indeed, much of the most valuable 

work in this area identifies its goal as “justice” or “fairness” rather 

than a strictly ethical or moral form of “the good.” Even there, the 

goal seems to be limited to a distributive notion of justice, accord-

ing to which there is equal opportunity or fair distribution based on 

merit. Typically, we think of ethics as reflecting the moral character, 

or decisions and actions, of an individual. Even if we apply that to or-

ganizations like the companies that build AI systems and adopt ethi-

cal principles, the moral character and motivations of a corporation 

are not our primary concern. Rather it is the social consequences of 

the technology that are of real concern. The “good” company might 

not make technology that is good for society. Most of the technolo-

gies harming society are already made by mostly good people—and 

by companies that believe their products are good for society. More-

over, a company or its engineers might not even be in a position to 

say what is good for society; that in itself is something that needs 

to emerge from an inclusive and democratic process of setting goals 

and establishing and prioritizing social values. It also requires inde-

pendent observation, auditing, and normative assessment of social 

impacts. And ultimately, it needs the authority to impose sanctions 
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and restructure incentives in order to shape the development, imple-

mentation, use, and refinement of technologies. This is far beyond 

what ethics can be expected to do.

Historically, ethics concerns individuals. It has provided useful 

and powerful tools for thinking about the actions of an individual and 

their rights and duties with respect to others. But this approach has 

great difficulty dealing with social-level phenomena, from tragedies 

of the commons to challenging the status quo. There have been ef-

forts to develop communitarian ethical theories, which are grounded 

in the community rather than an individual, but these are margin-

alized in contemporary philosophy and not often used in AI ethics. 

There has also been an effort to promote an ethics of care in robotics 

and AI ethics (van Wynsberghe 2013; Asaro 2019). The ethics of care is 

relational, rather than individualistic, and puts the care relationship, 

rather than individual actions or intentions, as the focus and key met-

ric in normative assessment. As such it can give concrete normative 

guidance to assessing technological designs as well as their regulation.

If we focus instead on justice, there are clear paths toward 

eliminating forms of structural inequality. It has been argued that we 

need a new social contract, a bill of rights or even a Geneva Conven-

tion–type treaty for technology—evoking historical examples of col-

lective agreement on just governance (Smith 2017; Caron and Gupta 

2020; AIWS 2020; White House 2022). Theories of justice, such as the 

social contract, mainly look to justify the establishment of collective 

government (legitimacy) and the sublimation of our personal inter-

ests in order to attain collective respect for individual rights. But we 

still do not have a clear and comprehensive theory for thinking about 

how power is exercised and shifted through these systems or how 

we might collectively shape the development of these systems to-

ward creating a more just, inclusive, and sustainable future. Without 

this, what should the content of a new technological contract or bill 

of rights contain? What is needed is to regulate corporations, mar-

kets, industries, and nations at a global scale (Verdegem 2021), not 

to stipulate an individual’s sense of obligation or virtue. While moral 
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approval and disapproval, in the form of social norms, can be very 

powerful in shaping behavior, what should really concern us with AI 

going forward is power. And we need legal instruments to implement 

that power, as well as social critiques to give it content.

Indeed, any reliance on human values or social norms when 

dealing with a radically transformative technology like AI is fraught. 

AI, like a few other technologies such as bioengineering and synthetic 

biology, has the power to change who we are as human beings. It 

could shift our fundamental aesthetic and ethical values as well as 

social norms—what it means to make art, or what we owe to each 

other, or how we understand ourselves and the human condition. As 

these systems collect and analyze vast amounts of data about us, they 

will create new categories of people—categories that we do not yet 

see or recognize. We are likely to shape our own personal and social 

identities according to membership in those new categories (Hacking 

1986). We will, in effect, become new types of humans in accordance 

with these AI programs. How are we to assess these transformations, 

and what do we owe to the new types of people our technologies will 

create? Moreover, how can we try to aim these processes toward a col-

lectively more desirable world?

WHAT DO WE NEED INSTEAD?
Building on the long history of the labor critiques of technology, we 

need to extend these to other aspects of life and the ways in which 

they are impacted by technology. But we also need a theory of power 

that does not presuppose fixed social distinctions and adversaries or 

simplistic solutions. We also need to expand that critique to complex 

and dynamic social groups and to understand the exercise of techno-

logical power in complex ways. In this, we can also build upon STS 

and work in socio-technical systems in order to understand the ways 

sociality and technology are intertwined, dynamic, and emergent. In 

terms of finding our moral and political bearings, we can look to the 

social contract, theories of democratic participation, and participa-

tory design. But we also need to recognize the ways democracy can 



AI Ethics as Social Critique of Algorithms  697

allow the majority to marginalize and subjugate minorities and how 

the formal processes of representational democracy can be taken over 

by a minority to subjugate the majority.

In some sense, we can still look to the social contract as a mod-

el, but we need a social contract with technology—and social control 

over its design, implementation, and reform. Governments might 

have the power to do this, but our current means of representational 

democracy are woefully inadequate for dealing with the complexity 

and rapid rate of change in technological systems. To the extent that 

these technologies develop and transform society rapidly, we also 

need more direct and responsive ways to reform it. Technology is also 

more fluid and mercurial than states; it does not respect borders and 

is built up in integrated modules, overlapping layers, and emergent 

powers that cannot be easily separated or controlled. Unlike the state, 

technology does not always have clear citizens and sovereigns, users 

and designers. Technologies are coproduced and have many indirect 

effects and consequences, and often we are unaware of what tech-

nologies are touching our lives.

We stand at the cusp of a technological revolution with the po-

tential to permeate and transform our social and political world to a 

far greater extent than previous technological revolutions have done. 

Insofar as we can apply lessons learned from those technological revo-

lutions and improve on our processes of innovation and mechanisms 

of regulation, we have an opportunity to shape this emerging revolu-

tion toward desirable social goals. Failing to do so would mean abdi-

cating responsibility and allowing powerful political and commercial 

interests, and the technocratic values held by engineers, to shape the 

social values and political goals that are built into these technologies 

and that will reshape the social and physical world according to those 

values. This, for me, is the most critical and challenging frontier in so-

cial inquiry and practice today—and for the foreseeable future. There 

will not be a simple theory or regulatory fix that resolves it. But if 

we have a critical theory of technology that centers power and has a 
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moral compass guided by shared values, we can guide regulation and 

shape innovation toward a better future.

NOTES
1. One has to look no further than the Facebook motto, often applied to 

Silicon Valley more generally, of “Move fast and break things” to see 

that the point of many software companies is to “disrupt” existing 

social and business practices and relations in order to insert a new 

piece of software technology, which becomes both socially necessary 

and economically beneficial to the software company. Companies 

like Uber and Lyft disrupt the taxi business by making their app the 

social norm for hailing a ride in a hired car, while simultaneously 

redirecting taxi revenue from existing taxi companies around the 

world to their own company, all while avoiding actually investing 

capital in cars and their maintenance as a traditional taxi company 

must do.

2. For example, the current (at the time of writing) labor strikes by the 

Screen Actors Guild, Writers Guild of America, and Directors Guild 

of America are putting the issue of their labor being automated by 

AI (which is also being trained on data scraped from their previous 

work) as a top issue in their contract negotiations (Watercutter 2023). 

And new forms of labor organizing are focusing on the technologi-

cal products workers are instructed to make, rather than just their 

working conditions, such as protests at Google over their work on the 

Pentagon’s Project Maven to improve drone strike targeting (Godz 

2018).

3. For instance, finding the most efficient route through a map or graph 

was a problem studied by early AI researchers. Yet today, when this 

task is performed by Google Maps, most people do not think of this 

as AI, but as simply the application of an efficient route-finding algo-

rithm. Similarly, speech recognition and optical character recogni-

tion were problems long studied in AI, but these are now seen as 

simply computer programs for those tasks.
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